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Abstract: In today’s era, Wireless Sensor Networks
(WSN) is used in various application areas like home,
health, agriculture to name a few. WSN comprises of
large number of tiny sensor nodes. The main tasks of
a node in WSN is to sense data, process and
communicate with other nodes. When used in large
numbers, large amount of data is generated during
its lifetime operation. This data at times needs to be
transferred from a node to the base station.
Transferring a large scale of data consumes more
energy because of long transmission time. Wireless
Sensor Network’s data is concern with different data
classes and different data formats. Data needs to be
converted in different formats for generating
information which results in data mining. Recent
innovation in data mining technique receives attention
in extracting knowledge from data gathered using
WSN.

In this paper, we have given an overview of wireless
sensor network and data mining. We have also listed
some WSN applications and looked at how various
techniques of data mining have been used in WSN
applications. Finally, we have recommended a data
mining technique that can be used on monitoring data
collected through WSN.

Keywords- Wireless Sensor Network, Data Mining,
Classification, Cluster Analysis, Association Rule.

I. INTRODUCTION

A rapid development in technology used in
networked systems today involves large number
of small and low-power wireless devices.
Wireless Sensor Networks (WSNs) are widely
used for monitoring physical happening of the
environment. The data gathered using WSN is
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bulky, heterogeneous and distributed. Massive
data gathering needs an appropriate technique to
convert it into productive information. Usually,
such problems need some amount of data mining.

Data mining is the process of analyzing data from
different perspectives and summarizing it into
useful information. Continuous innovations in
computer processing power, disk storage, and
statistical tools are dramatically increasing the
accuracy of analysis while driving down the cost.
Various data mining techniques are available
which can be used in an application for generation
of knowledge based data.

The paper is divided into five sections, section II
describes wireless sensor network and its
applications, section III discusses data mining and
its applications, section IV introduces with
various techniques of data mining, section V
describes some of the related work, section VI
gives the proposed solution for performing data
analysis with sample data set of a application of
WSN, followed by conclusion in section VII.

II. WIRELESS SENSOR NETWORK

Wireless Sensor Network (WSN) technology
enables design and implementation of stimulating
applications that can be used in several industrial,
environmental, societal and economical
challenges [52]. This leads to the constant growth
of WSN. The growing interest among the people
can be largely credited to new applications
enabled by large-scale networks of small devices
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capable of retrieving information from the
physical environment, performing simple
processing on the extracted data and transmitting
it to remote locations. Wireless sensor nodes
consist of a sensor interface, microcontroller,
memory and battery units clubbed together with
a radio module [8]. Hence, wireless sensor nodes
are able to carry out distributed sensing and data
processing, and to share the collected data using
radio communications [24] [23] [38].

Sensor networks may consist of many different
types of sensors such as seismic, low sampling
rate magnetic, thermal, visual, infrared, acoustic
and radar, which are able to monitor a wide
variety of conditions like temperature, humidity,
vehicular movement, lightning condition,
pressure, noise levels, speed, direction and the
presence or absence of certain objects. Mainly, a
sensor node has three main components: sensing,
processing and communication [10] [64] [1] [62]
[23].

Researchers have categorized the applications
into domains like military, environment, health,
home and other commercial areas. We have not
described each of these areas in detail here.
Readers may go through the references provided
in the section for details.

Researchers in [20][36][27] discusses the
applications used for industrial control and
monitoring. Some applications of home
automation and consumer electronics are
discussed in [58][15][16][14], some military and
security applications are discussed in [41][61]
[45]. Applications related to asset tracking and
supply chain management are discussed in [49]
[9]. In [63][30][12][37][28][22] the applications
used in agricultural and weather monitoring are
discussed. Finally in [29][51][26][2] some
applications of health monitoring in WSN are also
discussed.

III. DATA MINING

Data mining refers to extracting or “mining”
knowledge from large amounts of data [31]. The
data is explored and analysis is done to generate
meaningful patterns. It is used to take improved
decisions in future. Data Mining is also defined
as a collection of techniques for efficient
automated discovery of previous unknown, valid,
novel, useful and understandable patterns in large
databases. The patterns must be actionable so that
they may be used in an enterprise’s decision
making process [13][19].

A typical data mining process is likely to follow
mentioned steps:

1. Requirement analysis

2. Data selection and collection

3. Cleaning and preparing data

4. Data mining exploration and validation

5. Implementing, evaluating and monitoring

6. Results visualization

Data mining can be applicable to any kind of
information repository. This may include
relational databases, data warehouses,
transactional databases, flats files, World Wide
Web, object-oriented and object-relational
databases and specific application oriented
databases also [31].

Data mining has been applied successfully from
many years. The diverse application sets may vary
from business to science and from medical to
sports. Some of the application areas where data
mining is used are discussed below [31][55][7]
[11][33][40][53].

A. Data Mining in Health Care

As technology is booming in today’s world, the
location is not the boundary for a researcher or
doctor to diagnose a disease of patients. The data
is not limited to only bulky data like doctor’s
notes but it is also necessary to use text mining
to broaden the scope of what data mining can do
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in health care. The data mining is also to be done
on images, for example, MRI reports of a patient
[33][42].

B. Data Mining Shopping in

Data mining technique can also be used in Market
Basket Analysis (MBA). When the customer
wants to buy some products then this technique
helps us finding the associations between
different items that the customer shops at the same
time. This technique is used for promotion of the
business technique. In this way the retailers
identifies the customer’s intension (buying the
goods in different pattern) [60][6][5].

C. Data Mining in Education

In education system, data mining can be used as
a bridge for the education aspirants. The use of
different patterns and associations that can be
generated using educational data can be used in
improving decision making process in higher
education. This may be helpful in processes like
reducing the total educational cost, increase in
student’s pass ratio, increase in student’s retention
rate, increase in student’s success and many more.
This can also prove the quality of education
[4][50][44]

D. Data Mining in Finance or Banking

In today’s era, banking sector provides services
like banking, credit, investment, insurance, etc.
This service is given in large segment and thus
will result in large quantity of data. Here, data
mining can be used for analysis and view of loan
payments, creation of new policies for their
customer, detection of detection of money
laundering and other financial crimes and future
decisions based on past data [18][56][43].

E. Data Mining in Retail Industry and
     E-commerce

The retail industry collect huge amount of data
on sales, customer shopping history, goods
transportation, consumption and service records

and so on. Many companies also have web sites
where customers can make purchase online. As
a result, retail data provide a rich source for data
mining.

The integration of e-commerce and data mining
significantly improve the results and guide the
users in generating knowledge and making
correct business decisions. The data mining can
be done on data collected on sales; customer
shopping history, goods transported, service
records, etc. It helps in discovering customer
shopping patterns and trends, improvement in
quality of customer service, better customer
satisfaction, increase in goods consumption ratio,
effective goods transportation, reducing the cost
of business and many more [43][59].

F. Data Mining in Sports

Data mining is not only used for business or
science applications but can also be used in sports.
Huge number of games is played in today’s era.
Each day some competition, national or
international is scheduled, where a huge number
of data is to be maintained.

In the sports world the vast amounts of statistics
are collected for each player, team, game, and
season. The data is then used to discover the
patterns; these patterns are often used to predict
the future forecast [54].

G. Data Mining in Telecommunication

Telecommunication industry offers local and long
distance telephone services for their customer.
They also offer other ample communication
services like voice, fax, cellular phone, images,
e-mail, web data transmission and other data
traffic. This create a great demand for data mining
in order to provide help to understand the business
involved, identify telecommunication patterns,
catch deceptive activities, make better use of
resources and improve the quality of service [21].

The above set of applications gives us an idea
about the vast utility of data mining.



ANVESHANAM - THE JOURNAL OF COMPUTER SCIENCE & APPLICATIONS [VOL. II, NO. 1, AUGUST 2013-JULY 2014]

12

IV. TECHNIQUES IN DATA MINING

Various data mining techniques and algorithms
are available for data analysis. Techniques like
Classification, Association Rule, Clustering, Web
Mining are used for knowledge discovery from
databases [31][65][35][3][32][25]. This section
discusses them in brief.

A. Association Rule Mining

Association rule is a rule which entails certain
association relationships among a set of objects
in database. This type of mining helps the user to
take certain decisions like customer shopping
habits, catalogue design and cross marketing.
Applications other then market basket analysis
are marketing, customer segmentation, medicine,
electronic commerce, bioinformatics and finance.
Association rule algorithms should generate rules
with confidence values less than 1. However the
number of possible Association rules for a given
dataset is generally very large and a high
proportion of the rules are usually of little (if any)
value. Different types of association rules are
mentioned herewith: multilevel association rules,
multidimensional association rules, and
quantitative association rules

B. Classification

Classification is a vital and most commonly used
data mining technique that has its origins in
machine learning. Classification is the separation
of objects into classes. Classification is
appropriate when the user wants to classify each
item in a set of data into one of predefined set of
classes or groups with the sample data available.
Classification is used in applications like fraud
detection, credit risk applications and also helps
researchers in machine learning, pattern
recognition and statistics.

And one of the most widely used classification
technique is the decision tree. The decision tree
technique is widely used because it generates
easily understandable rules for classifying data.
The classification algorithms use pre-classified
examples to determine the set of parameters

required for proper bifurcation. The algorithm
then encodes these parameters into a model called
a classifier. Few classification techniques are
decision tree induction, bayesian classification,
neural networks, support vector machines (SVM),
and classification based on associations.

C. Cluster Analysis

Clustering is the process of grouping the data into
classes or clusters. The objects within a cluster
have high similarity in comparison to one another
but are very dissimilar to objects in other clusters.
When the data is collected, the main aim of cluster
analysis is to find classes or clusters that are very
different from one another. This technique is
comparatively costly as compared to other
techniques of data mining. One of the most
commonly used algorithm is k-means algorithm
for partition method. Some of the cluster analysis
techniques are partitioning methods, hierarchical
methods, density-based methods, grid-based
methods, model-based methods, constraint-based
clustering.

D. Prediction

Prediction technique is used when the user wants
to find out the relationship between the
independent variables as well as the relationship
between the dependent and independent
variables. Regression technique is commonly
used for prediction. The independent variables
are already known and response variables are to
be predicted. This situation arises in real-world
like predicting the stock values, sales volumes
or any product failure.

For example, we want to predict profit for the
company. We can consider sales as an
independent variable and profit as a dependent
variable. Then based on historical sales and profit
data, we can assume or estimate the profit.
Different types of regression methods used for
prediction are linear regression, multivariate
linear regression, nonlinear regression,
multivariate nonlinear Regression.
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E. Web Data Mining

The Web data mining is used to discover patterns
from the Web. The Web is an immense and
dynamic collection of pages that includes
countless hyperlinks, huge volumes of access and
usage information like text, animation, images
and sound. It provides a rich data mining source.

The web mining may be used in various
approaches like mining web search-engine data,
analyzing the web’s link structures, classification
of web documents automatically, mining web
page semantic structures and page contents and
mining web dynamics.

1) Related Work

Different data mining techniques has been used
in various field of WSN. Some of the data mining
techniques used in WSN are as follows.

Mohamed Watfa et. al. in [48] discussed a new
data aggregation technique for data of wireless
sensor network. They suggested an EEIA
approach which consists of providing a new
distributed algorithm for query processing in
wireless sensor networks. The algorithm is an
optimized energy efficient distributed algorithm
with respect to all the sensor’s resource
constraints. The main aim was the reduction in
power consumption through reducing the number
of query related messages in the whole network.

K. K. Loo et. al. in [34] proposed Interval-List-
Based (ILB) online mining algorithm Lossy
Counting, a simple but effective algorithm for
counting approximately the set of frequent item
sets from a stream of transactions. They compared
this algorithm with an application of Lossy
Counting (LC) using weighted transformation
method.

Milica Knezevie et. al. in [47] gave an overview
of selected algorithms for mining in Wireless
Sensor Networks and discussed benefits of
integration of agent systems and data mining
algorithms. They proposed classification of the

existing distributed data mining algorithms for
WSNs and possible integration of agent systems
with each class of algorithms.

Kushboo Sharma et al. in [39] proposed a Nearest
Neighbor Classification technique to classify the
Wireless Sensor Network data for high
classification accuracy and classification
efficiency. This technique can be used in many
real time applications.

Xu Cheng et al. in [65] suggested a hierarchical
distributed classification approach which local
classifiers are built by individual sensors and
merged along with the routing path. The
classifiers are combined with pseudo and local
data. The main aim for developing this
classification was to build high classification
accuracy with low storage and communication
overhead. They address the critical issue of
heterogeneous data distribution among the
sensors.

S. Bandyopadhyay et al. in [57] describe the
technique for clustering distributed data in sensor
networks environment. They propose the
technique based on the principal of K-means
algorithm. Experimental result demonstrates the
effectiveness of the K-Means clustering algorithm
for the case when the full data is uniformly and
non-uniformly distributed over the nodes.

M. Halatchev et al. in [46] proposed new
technique called WARM (Window Association
Rule Mining). In Wireless Sensor Network
significant amount of data send from sensor to
processing points which may be corrupted or lost
WARM deal with this type of problem. They also
present the performance studies comparing
WARM with existing technique.

2) Recommended Technique of Data Mining For
Wireless Sensor Network

As mentioned previously, there are numerous
applications of wireless sensor networks. Each
field/application gathers some data, analyzes the
data and takes corrective actions based on the
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analysis done. In each application, data is
gathered and mining is required on that data to
take decisions.

Association rule mining and classification are two
important techniques used for data mining. An
approach known as Associative Classifier is an
integration of association rule mining and
classification into a single system. Association
rule mining is used to discover descriptive
knowledge from the database and classification
focuses on building a classification model for
categorizing the new data. The main aim of
association rule mining is to find all the possible
rules in the database that satisfy minimum support
and minimum confidence constraints. Here, the
target of association rule is not predetermined.
In classification model, the target is
predetermined, ie. class.

Associative classifier can be constructed in three
stages.

• Stage 1: Identify the event associations for
the frequency of occurrences is significant.

• Stage 2: Generation of class association
rules(CARs) from the association patterns

• Stage 3: Build a classifier based on CARs
and put them into appropriate class.

The main advantage of associative classifier is
that it is easily understood by humans and has

greater flexibility in handling unstructured data.

Let us take two applications of WSN i. e weather
monitoring and animal health monitoring. The
real time data of weather monitoring is given in
Table 1.

Table 1 contains traces of data collected every
one hour on 31st March 2012. We have shown
the interval of 2 hours. The sensors measure
latitude and longitude of the location in GMT,
time, date, solar radiation, soil temperature, dry
bulb temperature (temperature of air measured
by a thermometer freely exposed in air but
shielded from radiation and moisture), digitally
controlled potentiometer (DCP) for temperature
measuring, the speed and the direction of the
wind, humidity, rain fall and the sun shine in the
area.

Similar to the data shown in Table 1, the animal
health monitoring system may have parameters
like date, time, heartbeat, blood pressure,
temperature, humidity, water ph level, dust level.

As per the single point interface for data analysis
of the data gathered using WSN [17], assume that
the two users are sending their application data
for data analysis. One user is sending the data of
weather monitoring system as shown in Table 1
and the other user is sending the data of animal
health monitoring system. For data analysis using

Table 1
Weather Monitoring Data of Anand District, Gujrat

Latitude Longitude Time 
(IST) 

Solar 
Radiation 

Soil 
Temp1 

Dry 
Bulb 
Temp 

DCP 
Housing 

Temp 

Wind 
Speed 

Wind 
Direction 

Humidity Rain 
Fall 

Sun Shine 

22.56667 72.93278 00.30 0 29.3 24.7 12 0.1 11.2 46 0 10.48 
22.56667 72.93278 02.30 0 27.8 21.2 11.9 0 359.2 64 0 10.48 
22.56667 72.93278 04.30 0 26.2 24.5 12 2 325 43 0 10.24 
22.56667 72.93278 06.30 10 25.3 20.3 11.8 0 359.2 69 0 00.00 
22.56667 72.93278 08.30 284 26.7 26.4 12.8 1.2 350 40 0 01.12 
22.56667 72.93278 10.30 828 34.3 32 12.7 1 37.1 28 0 03.12 
22.56667 72.93278 12.30 812 40.2 34.3 12.7 0.9 73.8 25 0 05.12 
22.56667 72.93278 14.30 862 43.4 35.8 12.7 0.9 57.2 20 0 07.12 
22.56667 72.93278 16.30 590 43.8 36.2 12.8 1.1 12.2 18 0 09.12 
22.56667 72.93278 18.30 80 40.1 33.9 12.3 1.6 318.2 20 0 10.36 
22.56667 72.93278 20.30 0 35.1 28.6 12.1 0 329.9 31 0 10.36 
22.56667 72.93278 22.30 0 31.8 25.9 12 0 359.2 41 0 10.36 
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association classifier method we need to
incorporate the above three stages as mentioned:

1. Access the data and identify the patterns
(character or numeric data). Assume that
we are using the dataset given in Table 1.

2. Identify the parameter to be used for
classification. Here, we assume it to be
‘temperature’.

3. Observe that the parameter ‘temperature’
belongs to both the dataset. i. e weather
monitoring system as well animal health
monitoring system.

4. Now, to correctly classify if the data
belongs to weather application or animal
monitoring application, we need to check
other attributes which are in association
with ‘temperature’.

5. A simple rule can be designed here which
states that if the other associated attributes
are wind direction, wind speed, humidity
and rainfall. then we classify that the data
belongs to the weather dataset. While, if
the other associated attributes turn out to
be blood pressure, heart beat and water
ph. level. then it can be classified that the
data belongs to animal monitoring dataset.

V. CONCLUSION

Huge data set is generated from various
applications of wireless sensor network. The data
needs to be converted in different formats for
generating information and thus data mining is
needed. This paper recommends the appropriate
data mining method that could be used in WSN.
The step 5 mentioned in above process requires
a generalized classifier to be built along with the
rule set. In our future work, we would generate
an algorithm and a classifier which would mine
this data depending upon the CARs and would
place them in appropriate class.
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